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Abstract 
 
In this paper a review of recent developments of turbulence models for natural convection in enclosures is presented. The emphasis is 

placed on the effect of the treatments of Reynolds stress and turbulent heat flux on the stability and accuracy of the solution for natural 
convection in enclosures. The turbulence models considered in the preset study are the two-layer k ε−  model, the shear stress transport 
(SST) model, the elliptic-relaxation (V2-f) model and the elliptic-blending second-moment closure (EBM). Three different treatments of 
the turbulent heat flux are the generalized gradient diffusion hypothesis (GGDH), the algebraic flux model (AFM) and the differential 
flux model (DFM). The mathematical formulation of the above turbulence models and their solution method are presented. Evaluation of 
turbulence models are performed for turbulent natural convection in a 1:5 rectangular cavity ( 104.3 10Ra = × ) and in a square cavity 
with conducting top and bottom walls ( 91.58 10Ra = × ) and the Rayleigh-Benard convection ( 62 10Ra = × ~ 910Ra = ). The relative 
performances of turbulence models are examined and their successes and shortcomings are addressed.    
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1. Introduction 

Accurate prediction of natural convection flows is very im-
portant for investigating various engineering applications such 
as cooling of electronic packages, solar collector, building 
ventilation and passive heat removal system of a liquid metal 
nuclear reactor. For natural convection flows there are little 
experimental data to validate turbulence models, mainly due 
to experimental difficulties. It is still difficult to measure the 
turbulent heat fluxes and the low velocities accurately and to 
achieve the ideal adiabatic condition. The Rayleigh number of 
most practical flows for engineering applications is at least 
larger than 1010Ra ≈  and the DNS (direct numerical simula-
tion) or LES (large eddy simulation) methods can not applied 
to these practical engineering flows. Most works in the litera-
ture employ the RANS (Reynolds averaged Navier-Stokes) 
equation approach. In the RANS equation approach, the 
choice of turbulence model is crucial, as it directly affects the 
accuracy of the solutions. However, the turbulence modeling 
of natural convection flows is still difficult and the rationale 
for the difficulties is well explained in Hanjalic [1].  

Earlier computations of natural convection were done by 
the standard k ε−  model with wall function method. The 
difficulty of computing the turbulent natural convection by the 

conventional k ε−  model with the wall function method is 
the validity of the wall functions, which are based on the local 
equilibrium logarithmic velocity and temperature assumptions. 
The logarithmic wall functions were originally derived for the 
forced-convection flows and do not hold for the natural flows. 
The other difficulty is that the standard k ε−  model predicts 
excessive turbulence eddy viscosity near the wall as evidenced 
by Heindel et al. [2]. Due to these problems, many previous 
authors used the low-Reynolds-number turbulence models for 
computation of natural convection flows. 

There exist several turbulence models in the literature which 
calculate all the way to the wall without using the wall func-
tion method. Due to the limited space allowed in this paper 
only a few turbulence models widely used at present will be 
briefly mentioned here. The several low-Reynolds number 
turbulence models are developed by many authors and one of 
these models widely used at present is the Launder and 
Sharma model [3]. However, the low-Reynolds number mod-
els contain the ad-hoc damping functions in the definition of 
eddy viscosity and in the equation of the turbulence kinetic 
energy dissipation rate, and it is well known that the models 
do not work well in the adverse pressure gradient region. The 
other way to avoid the deficiency of the wall function method 
is to use the one-equation model near the wall instead of the 
wall functions. Such a two-layer model was developed by 
Chen and Patel [4]. Medic and Durbin [5] developed an 
elliptic relaxation (V2-f) model in which two more partial 
differential equations are solved to determine the velocity  
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scale in the expression of turbulence eddy viscosity. Choi et al. 
[6] applied this model to the computation of natural 
convection in a rectangular cavity and showed that this model 
outperforms the conventional k ε−  models. The other 
turbulence model currently used by many authors is the shear 
stress transport (SST) model by Menter [7]. The SST model is 
a blending model between the k ε−  model and the k ω−  
model such that the model behaves as the k ω−  model in the 
near wall region and as the k ε−  model in the outer region. 
Thus, this model cured the deficiency of the k ω−  model in 
the computation of the outer region. Application of the SST 
model to the computation of natural convection flows is rarely 
seen in the literature and is given in the present study.  

It is noted that the implementation of the wall reflection 
terms in the general purpose code that can handle the complex 
geometries is very difficult. This difficulty is due to the exis-
tence of wall-related parameters such as the wall normal vec-
tor and the wall shear stress at the nearest wall from the calcu-
lation point, and the difficulty is not due to the solution 
method for the transport equations for the Reynolds stresses or 
turbulent heat fluxes. The second-moment closure free from 
the wall related parameters is the elliptic-blending model 
(EBM) by Thielen et al. [8]. Recently Choi and Kim [9] ob-
tained numerical solutions for a natural convection in a 1:5 
rectangular cavity experimented by King [10] using this 
model, and showed that the solution by the EBM is superior to 
those by the two-equation models. It is also noted that the V2-
f model by Durbin [5] is free from the wall-related parameters. 

The other difficulty in predicting the turbulent natural con-
vection is the treatment of the turbulent heat fluxes. If one 
does not use the differential heat flux model, a proper way of 
treating the turbulent heat fluxes should be sought. In the ear-
lier stage of works the authors used a simple gradient diffusion 
hypothesis (SGDH) in treating the turbulent heat fluxes. How-
ever, it does not work well for natural convection flows. Thus, 
Ince and Launder [11] proposed a generalized gradient diffu-
sion hypothesis (GGDH) to overcome this deficiency of the 
SGDH assumption. As will be shown later, the GGDH works 
very well for shear dominant flows, however, it produces un-
stable and inaccurate solutions for strongly stratified natural 
convection flows. To remedy this deficiency, Kenjeres and 
Hanjalic [12] developed an algebraic flux model (AFM). The 
main difference between the AFM and the GGDH is the in-
clusion of the temperature variance term in the algebraic ex-
pression of the turbulent heat fluxes. This inclusion of tem-
perature variance term stabilizes the overall solution process 
and results in stable and accurate solutions. It may be com-
monly accepted that the use of the second-moment closure 
may result in better solutions for natural convection flows. 
The second-moment modeling of a natural convection re-
quires the modeling of various terms in the transport equations 
for the turbulent heat flux vector, the temperature variance and 
the dissipation rate of the temperature variance. Since the sec-
ond-moment closure computes the Reynolds stresses more 
accurately than the two-equation turbulence models, and it 

usually produces better solutions. The low-Reynolds number 
second-moment closures applied to the analysis of the turbu-
lent natural convection are rarely seen in the literatures and the 
examples using the near wall second-moment closure are the 
works by Peeters and Henkes [13], Dol and Hanjalic [14] and 
Choi et al. [15]. Shin et al. [16] also developed a differential 
flux model (DFM) based on the elliptic-blending model by 
Thielen et al. [8] where the differential equations are solved 
for the turbulent heat fluxes. It is noted that the second-
moment closure used by Dol and Hanjalic [14] or Choi et al. 
[15] is different from the DFM by Shin et al. [16] in that the 
latter model does not include any wall-related parameters. 

The objective of the present paper is to review current ad-
vances of turbulence models for natural convection flows. A 
brief introduction is given above, and the mathematical formu-
lation of turbulence models together with their validation will 
be given in the following sections.  

 
2. Governing equations 

The ensemble-averaged governing equations for a conser-
vation of the mass, momentum and energy can be written as 
follows: 
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where i ju u  are the Reynolds stresses and juθ  are the tur-
bulent heat fluxes which should be modeled. Different turbu-
lence model means different treatment of the Reynolds 
stresses or turbulence heat fluxes. 

 
3. Treatment of Reynolds stresses 

3.1 Two-layer k ε−  model 

In the most commonly used two-equation turbulence 
models the Reynolds stresses in Eq. (2) are modeled by the 
following Bousinesque assumption: 
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where the turbulent eddy viscosity is given by  
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The kinetic energy k and its dissipation rate ε in Eq. (5) is 
computed by the following partial differential equations:  
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In the two-layer model by Chen and Patel [4], the eddy vis-

cosity and the rate of dissipation of turbulent kinetic energy in 
the near wall region are specified as follows employing the 
one-equation model: 

 

T C k lμ μν = , 
3/ 2k
lε

ε =    (8) 

 
where 
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In this model the equation of turbulence kinetic energy, Eq. 

(6), is solved all the way to the wall while the equation of the 
turbulence kinetic energy dissipation rate, Eq. (7), is solved in 
the outer region. It is noted that the length scales in Eq. (9) and 
constants in Eq. (9) is based on the forced convection turbu-
lent boundary layer and it is questionable whether this model 
works well in the natural convection flows. 

 
3.2 Elliptic relaxation (V2-f) model  

In the elliptic relaxation model by Medic and Durbin [5] the 
governing equations for the turbulent kinetic energy ( k ) and 
its dissipation rate ( ε ) are the same as the k ε− model ex-
cept the expressions of the turbulent eddy viscosity and the 
time scale. The following two additional governing equations 
are solved to determine the velocity scale: 
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In this model the turbulence eddy viscosity in Eq. (4) is 

given by 
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and the time and length scales in the above equations are 

given by 
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It is noted that the Reynolds stresses in this model are also 

based on the Bousinesque assumption given in Eq. (4). 
  

3.3 Shear stress transport (SST) model 

In the SST model by Menter [7] the governing equations for 
the k  and ω  are solved as follows: 
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In this model the turbulence eddy viscosity in Eq. (4) is ex-

pressed by the following equation: 
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The coefficient of SST model are a linear combination of 

the corresponding coefficients such that 
 

3 1 1 1 2(1 )F FΦ = Φ + − Φ    (22) 
 

where 1F  is a blending function defined by Eq. (18), and the 
3kσ , 3ωσ , 3β , and 3γ  are calculated by Eq. (22). This 

model is also based on the Bousinesque assumption, Eq. (4), 
in the expression of the Reynolds stresses. 
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3.4 Differential stress model 

In the elliptic-blending second-moment closure by Thielen 
et al. [8], the Reynolds stresses in Eq. (2) are obtained through 
the solution of the following partial differential equations: 
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It is noted that this model is free from the wall related 

parameters, which facilitate implementation of this model in 
complex geometries. 

 
4. Treatment of turbulent heat fluxes 

4.1 Simple gradient diffusion hypothesis (SGDH) 

In the SGDH, the turbulent heat fluxes ( juθ ) in Eq. (3) are 
treated by the following equation: 
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In this equation Prt  is the turbulent Prandtl number. It is 

well known that this assumption is not adequate for natural 
convection flows although it is widely used in forced convec-
tion flows. Thus, this assumption is not considered in the pre-
sent study. 

 
3.2 Generalized gradient diffusion hypothesis (GGDH) 

In the GGDH by Ince and Launder [11], the turbulent heat 

fluxes ( juθ ) in Eq. (3) are approximated by the following 
equation. 
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As shown in the above equation, the accuracy of this as-

sumption depends on the accuracy of the computed Reynolds 
stresses. Ince and Launder [11] and Choi and Kim [9] used the 
GGDH for natural convection in a rectangular cavity with 
success. However, it is known that this assumption is not ade-
quate for a natural convection with a strong stratification.  

 
3.3 Algebraic flux model (AFM) 

In the AFM by Kenjeres and Hanjalic [12] the turbulent 
heat fluxes are computed by the following algebraic equation: 
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When compared with the GGDH model, the last term with 

a temperature variance has a positive effect on the gravita-
tional generation term kG  and it prevents kG  from being 
negative value. This effect stabilizes the overall solution proc-
ess, especially for strongly stratified flows.  

 
3.4 Differential flux model (DFM) 

Shin et al. [16] proposed the following differential equa-
tions for the turbulent heat fluxes. 
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This model is a thermal version of the elliptic-blending sec- 
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ond-moment closure by Thielen et al. [8]. The model is simple 
to implement and is free from the wall-related parameters. 

 
5. Numerical methods 

The turbulence models considered in the present study are 
implemented in a computer code especially designed for the 
evaluation of turbulence models. The computer code em-
ploys the non-staggered grid arrangement and the SIMPLE 
algorithm by Patankar [17] for the pressure-velocity cou-
pling. The second-order bounded HLPA scheme by Zhu [18] 
is used for treating the convection terms for all the computed 
variables.   

 
6. Results and discussion 

6.1 Natural convection in a rectangular cavity 

The first test problem considered in the present study is a 
natural convection of air in a rectangular cavity with an aspect 
ratio of 1:5 as shown in Fig. 1. The height of the cavity is 

2.5H m= , the width of the cavity is 0.5L m=  and the tem-
perature difference between the hot and cold walls is 45.8°K. 
The Rayleigh number based on the height of the cavity is 

104.3 10Ra = ×  and the Prandtl number is Pr 0.71= . King 
[10] has carried out extensive measurements for this prob-
lem and his experimental data is reported in King [10] and 
Cheesewright et al. [19]. The experimental data by King [10] 
contains a problem in that the top wall is not fully insulated. 
This makes the turbulence level near the hot wall high and 
that near the cold wall low, and this affects the distribution 
of the turbulence quantities in all the solution domain. Such 
a deficiency will be shown clearly for the distribution of the 
Reynolds shear stress at y/H=0.5. This experimental data is 
employed here to investigate the effect of different treat-
ments of Reynolds stresses and turbulence heat fluxes on the 
solution.  

We first investigate how the different treatment of Reynolds 
stress effects the accuracy of solution when the turbulence 
heat fluxes are treated by the same algebraic flux model 
(AFM). Figs. 2 shows the comparison of the predicted results 
with the measured data by Cheesewright et al. [19] for the 
vertical velocity component at y/H=0.5. As shown in the fig-
ures, the agreement between the measured data and the predic-
tions by the V2-f, SMC-DH and EBM models is fairly good 
although there exist small differences. The SMC-DH means 
the second moment closure used by Dol and Hanjalic [14] and 
Choi et al. [15]. The prediction by the two-layer model is sig-
nificantly different from the measured data. This model pro-
duces a laminar-like solution in the near wall region. As men-
tioned before, it is due to the fact the length scales and con-
stants in Eq. (9) is based on the forced convection turbulent 
boundary layer and this model does not work well in the natu-
ral convection flows. 

Fig. 3 shows the comparison of the predicted vertical veloc-
ity fluctuation at the mid-height (y/H=0.5) with the experi- 

 
 
Fig. 1. A schematic picture of the 5:1 rectangular cavity. 

 

 
(a) Near the hot wall 

 

 
(b) Total view 

 
Fig. 2. Mean vertical velocity profiles at y/H=0.5. 
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mental data. The SMC-DH and EBM models slightly over-
predict it and the V2-f and SST models under-predict it in the 
near wall region. The two-layer model under-predicts it in the 
near wall region and over-predicts it at the edge of the bound-
ary layer. This is due to the fact that the flow from the edge of 
the boundary layer to the core is quiescent and thermally 
stratified and the conventional k ε−  model, which can not 
handle a low level turbulence properly, is used to compute the 
flow and thermal fields in this region in the two-layer model. 
The rather poor predictions by the V2-f, SST and two-layer 
models may be partly due to the use of the Bussinesq assump-
tion to compute the vertical velocity fluctuation. The predic-
tion by the EBM follows the trend of the measured data best. 

Fig. 4 shows the profiles of the predicted Reynolds shear 
stress uv  at the mid-plane (y/H=0.5) of the cavity together 
with the measured data. The EBM, SMC-DH and V2-f mod-
els slightly under-predict the uv  near the hot wall and over-
predict it near the cold wall when compared with the experi-
mental data. As explained before, it is due to the insufficient 
insulation of the top wall in the experiment. The performances 
of the EBM, SMC-DH and V2-f models for prediction of uv  
are nearly the same, and the two-layer and SST models be-
have similarly and they under-predict uv .  

Figs. 5 show the profiles of the predicted turbulent heat 
fluxes, vθ  and uθ , at the mid-plane (y/H=0.5) of the cavity 
with the measured data. It is noted that the vertical turbulent 
heat flux vector vθ  plays a very important role in the dy-
namics of the turbulent kinetic energy in the buoyant turbulent 
flows and it influences directly the overall prediction of all the 
quantities. The AFM used in the present study for the two-
layer, SST and V2-f models, contains all the temperature and 
mean velocity gradients together with the correlation between 
the gravity vector and temperature variance. All the models 
predict well the vertical turbulent heat flux and the V2-f and 
SMC-DH models slightly under-predict the vertical turbulent 
heat flux vθ  near the hot wall and the peak regions of vθ  
are skewed a little toward the center region as shown in Fig. 

5(b). The two-layer model predicts well the vertical turbulent 
heat flux near the hot wall region and the peak regions are   

 
 
Fig. 3. Vertical velocity fluctuation profiles at y/H=0.5. 

 

 
 
Fig. 4. Reynolds shear stress profiles at y/H=0.5. 
 
 

 
(a) Horizontal turbulent heat flux uθ    

 

 
(b) Vertical turbulent heat flux vθ  

 
Fig. 5. Turbulent heat fluxes profiles at y/H=0.5. 
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skewed to the hot wall, but the shape of the predicted profile is 
a little thin when compared with the other predictions. The 
EBM model under-predicts the vertical turbulent heat flux, 
however, the shape of the predicted vertical turbulent heat flux 
by this model follows the trend of the experimental data. Fig. 
5(a) shows that the SMC-PH and EBM models predict very 
accurately the horizontal turbulent heat flux uθ , while the 
other models over-predict it severely. This fact shows that the 
AFM which is used with the EBM model predicts the turbu-
lent heat flux well when the turbulent stresses are predicted 
accurately. 

Fig. 6 shows the comparison of the predicted results with 
the measured data for the wall shear stress at the hot wall re-
ported in King [10]. We observe that V2-f model predicts the 
peak value of the wall shear stress at the hot wall well, but it 
over-predicts the wall shear stress after the peak region. The 
trend of the prediction of the wall shear stress by the SMC-DH 
model is nearly the same as that by the V2-f model and the 
SMC-DH model slightly under-predicts the peak value of the 
wall shear stress. The trend of the prediction by the two-layer 
and SST model is different from that by the V2-f and SMC-
DH models. We can observe that even the V2-f and SMC-DH 
models do not predict well the laminar to turbulent transition 
at the hot wall observed in the experimental data. It is noted 
that the measurement of the velocity components near the 
bottom wall is more accurate than that near the top wall due to 
an insufficient insulation at the top wall. The EBM model 
predicts the wall shear stress best.   

Fig. 7 shows the comparison of the predicted results with 
the measured data for the local Nusselt number at the hot wall 
reported in King [10]. The V2-f model predicts accurately the 
local Nusselt number at the hot wall, and the transition phe-
nomenon at the lower portion of the hot wall is also predicted 
well. The SMC-DH model predicts well the local Nusselt 
number at the hot wall, however, it does not predict the lami-
nar to turbulent transition observed in the experimental data. 
The two-layer and SST models predict the local Nusselt num-
ber at the hot wall poorly and they do not predict the transition 

phenomenon. The V2-f model predicts the local Nusselt num-
ber well and its prediction is as accurate as the EBM.  

From here the effect of different treatment of turbulence 

 
 
Fig. 6. Wall shear stress distribution along the vertical wall. 

 

 
 
Fig. 7. Local Nusselt number distribution along the vertical wall. 
 
 

 
(a) Near the hot wall 

 

 
(b) Total view 

 
Fig. 8. Mean vertical velocity profiles at y/H=0.5. 
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heat fluxes on the solution while the Reynolds stresses are 
treated by the EBM is investigated. Fig. 8 shows the compari-
son of the predicted results with the measured data for the ver-
tical velocity component at y/H=0.5. As shown in the figures, 
the agreement between the measured data and the predictions 
by the GGDH, AFM and DFM models are fairly good al-
though a small difference exists. This figure shows that the 
GGDH model predicts the mean vertical velocity fairly well for 
this simple shear dominant flow without a strong stratification. 

Fig. 9 shows the comparison of the predicted vertical veloc-
ity fluctuation at a mid-height (y/H=0.5) with the experimental 
data. The GGDH, AFM and DFM over-predict it in the near 
wall region. The experimental data shows a symmetric profile, 
however, when one considers the insufficient insulation prob-
lem at the top wall, the profile near the hot wall is not a correct 
one. Therefore, the magnitude of the experimental data near 
the hot wall should be greater than that near the cold wall. We 
observed that the predictions follow the trend of the measured 
data well except for the central region of the cavity where the 
flow is weakly stratified. The prediction by GGDH shows that 
the vertical velocity fluctuation is nearly zero at the central 
region of the cavity even in this weakly stratified region, while 
AFM and DFM avoid this problem. As mentioned before, it is 
due to the fact that a gravity term with a temperature variance 
exists in the algebraic (AFM) or differential (DFM) formula-
tions of the turbulent heat fluxes. We can conjecture that the 
GGDH model may invoke a numerical stability problem when 
it is applied to flows with a strong stratification. Fig. 10 shows 
the profiles of the predicted Reynolds shear stress uv  at a 
mid-plane (y/H=0.5) of the cavity together with the measured 
data. The GGDH, AFM and DFM models slightly under-
predict the uv  near the hot wall and over-predict it near the 
cold wall due to the insufficient insulation problem at the top 
wall. The performances of the three models for the prediction 
of uv  are nearly the same.  

Fig. 11 shows the profiles of the predicted horizontal and 
vertical turbulent heat fluxes, vθ  and uθ , at a mid-plane 
(y/H=0.5) of the cavity with the measured data. It is noted that 

the AFM and DFM contain all the temperature and mean ve-
locity gradients together with a correlation between the gravity 
vector and temperature variance. The three models predict the   

 
 
Fig. 10. Reynolds shear stress profiles at y/H=0.5. 
 

 
(a) Horizontal turbulent heat flux uθ    

 

 
(b) Vertical turbulent heat flux vθ  

 
Fig. 11. Turbulent heat fluxes profiles at y/H=0.5. 

 

 
 
Fig. 9. Vertical velocity fluctuation profiles at y/H=0.5. 
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horizontal turbulent heat flux uθ  fairly well. The GGDH 
model under-predicts the vertical turbulent heat flux vθ  near 
the hot wall while the DFM slightly over-predicts it. The 
AFM predicts best the vertical turbulent heat flux near the hot 
wall region. 

Fig. 12 and Fig. 13 show the comparisons of the predicted 
results with the measured data for the wall shear stress and the 
local Nusselt number at the hot wall, reported in King [10]. 
The three models predict the wall shear stress and local Nus-
selt number at the hot wall very well and the smooth laminar 
to turbulent transition at the lower portion of the hot wall ob-
served in the experimental data is also predicted well. 

 
6.2 Natural convection in a square cavity with conducting 

walls 

The second test problem is the experiment conducted by 
Ampofo and Karayiannis [20]. This test problem is a natural 
convection of air in a square cavity with two isothermal side 

walls and two conducting walls at the top and bottom as 
shown in Fig. 14. The height of the cavity is 0.75H m=  and 
the temperature difference between the hot and cold walls is 
40 oK. The Rayleigh number based on the height of the cavity 
is 91.58 10Ra = ×  and the Prandtl number is Pr 0.71= . The 
detailed experimental data is tabulated in Ampofo and Karay-
innis [20]. The top and bottom walls are conducting walls and 
the boundary conditions for the temperature for these walls are 
specified by using the data given in Ampofo and Karayinnis 
[20]. The experiment conducted by Ampofo and Karayiannis 
[20] for a square cavity is the most challenging case for an 
evaluation of turbulence models. The LES solution by Peng 
and Davidson [21] is available for this flow and it is compared 
with the present predictions. The turbulence level in the cen-
tral region is very low, and the flow is stagnant and thermally 
stratified. The boundary layer is thin and the turbulence inten-
sity level is low. Thus, this experiment is a good test problem 
for investigating the effect of different treatment of turbulence 
heat fluxes on the accuracy of solution. 

We first compared the predicted results with the measured 
data reported in Ampofo and Karayinnis [20] for the vertical 
mean velocity. Fig. 15 show the comparisons of the predicted 
results with the measured data for the vertical velocity com-
ponent at a mid-height (y/H=0.5) of the cavity. As shown in 
the figure, the agreement between the measured data and the 
predictions by the AFM and DFM models is very good and 
follows the trend of the measured data. However, we can ob-
serve that the solution by the GGDH model looks like laminar 
solution and deviates much from the experimental data. As 
shown before, Choi and Kim [9] predicts accurate solutions 
for a simple shear dominant flow within the 1:5 rectangular 
cavity using the GGDH model, however, this model predicts a 
very poor solution or invokes a numerical oscillation when 
applied to a flow with a relatively strong stratification like the 
present problem. Due to this reason we did not perform an 
adjustment of the turbulence model constants for the GGDH 

 
 
Fig. 12. Wall shear stress distribution along the vertical wall. 

 
 

 
 
Fig. 13. Local Nusselt number distribution along the vertical wall. 

 

 
 
Fig. 14. A schematic picture of the square cavity with conducting 
walls. 
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for this problem. We can observe that the predictions by the 
AFM and DFM turbulence models are as good as the LES 
solution. 

Figs. 16 and 17 show the comparisons of the predicted 
results with the measured data for the turbulent quantities 
such as the horizontal and vertical velocity fluctuations and 
the Reynolds shear stress at a vertical mid-plane of the cav-
ity (y/H=0.5). Figs. 16 and 17 show that the predictions by 
the AFM and DFM agree well with the measured data al-
though the DFM slightly over-predicts the vertical velocity 
fluctuation. It is not understood why the LES calculation by 
Peng and Davidson [21] under-predicts the turbulent quanti-
ties.  

Fig. 18 shows the comparisons of the predicted results with 
the measured data for the mean temperature at a mid-height 
(y/H=0.5) of the cavity. No real differences among the models 
for the horizontal temperature distribution at a mid-plane 
(y/H=0.5) exist, while the LES predicts it accurately.  

Fig. 19 shows the predicted results for the local Nusselt 
number at the hot and bottom walls together with the meas-  

 
(a) Near the hot wall 

 

 
(b) Total view 

 
Fig. 15. Mean vertical velocity profiles at y/H=0.5.  

 

 
(a) Vertical velocity fluctuation  

 

 
(b) Horizontal velocity fluctuation  

 
Fig. 16. Vertical and horizontal velocity fluctuation profiles at 
y/H=0.5. 

 
 

 
 
Fig. 17. Reynolds shear stress uv  profiles at y/H=0.5. 
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ured data. It is observed that the DFM model slightly over-
predicts the local Nusselt number at the hot and bottom walls, 
while the AFM rather accurately predicts the local Nusselt 
number at the hot and bottom walls. It is noted that the predic-
tions of the local Nusselt number at the hot wall by the AFM 
and DFM show a smooth transition which was not observed in 
the experimental data and LES solution. The AFM predicts 
the Nusselt number as accurately as the LES solution. 

 
6.3 Rayleigh-Benard convection 

The Rayleigh-Benard convection is the flow between two 
walls heated at the bottom and cooled at the top. Due to the 
importance of this flow in industrial and environmental appli-
cations, a number of works are reported in the literatures, and 
Kenjeres [22] summarized most of the previous experimental 
and numerical works. The Rayleigh-Benard convection is 
characterized by a large cellular motion. When the Rayleigh 
number is relatively small, this cellular motion is clearly ob-
served from experiments or numerical calculations. When the 
Rayleigh number is large, the heat transfer near the bottom 
and top walls occurs at a very thin boundary layer near the 
wall and a very large number of grids are required for an accu-
rate prediction of such a flow. Most of the recent works in the 
literatures employ the DNS (direct numerical simulation) or 
LES (large eddy simulation) approaches and their solutions are 
limited to the low-Rayleigh number region. Since detailed in-
formation of a flow cannot be provided for high-Rayleigh num-
ber flows, most authors have devoted their efforts to finding the 
Nusselt and Rayleigh number relation ( Pr )a bNu cRa≈  for an 
overall heat transfer. 

The RANS (Reynolds averaged Navier-Stokes) equation 
approach for the Rayleigh-Benard convection, which can be 
applied to high-Rayleigh number flows, is limited and has 
been done mainly by Kenjeres and Hanjalic [23-26] within the 
present author’s knowledge. These authors used a two-
equation, low-Reynolds number algebraic 2k θε θ ε− − −  
model in which the temperature variance term ( 2θ ) and the 
molecular dissipation of a turbulent heat flux ( θε ) is included 
in the expression of the turbulent heat fluxes. In the present 
study the elliptic-blending model is applied to the simulation 
of a turbulent Rayleigh-Benard convection.  

The primary emphasis of the present study is placed on how 
the elliptic-blending second-moment closure with an algebraic 
flux model works for a turbulent Rayleigh-Benard convection. 
Calculations are performed for six different Rayleigh numbers 
and the computed results are compared with available experi-
mental data and previous numerical results. 

In the present study, the turbulent heat fluxes ( iuθ ) in Eq. 
(3) are given by the algebraic flux model [25];  

 

2i
i i k k i i

k k

Uu C T u u u g
x xθ θθ ξθ ηβ θ ε

⎛ ⎞∂∂Θ
= − + + +⎜ ⎟

∂ ∂⎝ ⎠
  (42) 

 
 
Fig. 18. Horizontal centerline temperature profiles at y/H=0.5. 

 
 

 
(a) Hot wall 

 

 
(b) Bottom wall 

 
Fig. 19. Local Nusselt number distributions along the hot and bottom
walls.  
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As a typical case of a Rayleigh-Benard convection, we con-

sider a natural convection within an enclosure of a 8:1 aspect 
ratio where the bottom wall is heated and the upper wall is 
cooled. A symmetry condition is imposed at the lateral 
boundaries to mimic the infinite horizontal boundaries. The 82 
non-uniform grids are generated in the vertical direction and 
the smallest grid size near the walls is 4/ 4 10y H −Δ = ×  
where H  is the vertical distance between two horizontal 
walls. In the lateral direction 127 uniform grids are generated. 
Calculations are performed for six different Rayleigh num-
bers, 62 10× , 710 , 74 10× , 810 , 85 10×  and 910 .  

Fig. 20 shows the predicted velocity vectors and streamlines 
for 710Ra =  and 910Ra =  respectively. We can observe 
that the number of rolls is nine when 710Ra =  and it is seven 
when 910Ra = . One roll exists at the center and the other 
rolls are symmetric with respect to the center roll, and the 
number of rolls is an odd number for both cases. In the calcu-
lations by Kenjeres and Hanjalic [23] the number of rolls was 
an even number for all the case considered. In their calculation 
six rolls were predicted when 710Ra =  and the rolls were 
symmetric with respect to the centerline. In our experiences, 
the formation of the roll structures depends on the numerical 
method, initial and boundary conditions and the Rayleigh 
number. Thus, a concrete conclusion for this phenomenon 
cannot be drawn here. Like in the previous calculations [23], 
the size of the roll increases with an increase of the Rayleigh 
number.  

Fig. 21 shows the predicted local Nusselt number distribu-
tions at the hot and cold walls for 710Ra =  and 910Ra = re-

spectively. The organized roll structure causes a strong varia-
tion of the local Nusselt number at the hot and cold walls. The 
amplitude and wave length of the distribution of the local 
Nusselt number relate closely with the roll structure. As is 
clearly shown in the figures, the maximum value of the local 
Nusselt is located at the point where the plume impinges on 
the wall, while the minimum value of the local Nusselt is lo-
cated at the position where the plume is released from the wall. 
We can also observe that the amplitude and wave length of the 
local Nusselt number increase with an increasing Rayleigh 
number, thus the roll become more elongated in the horizontal 
direction and the amplitude becomes larger as the Rayleigh 
number increases. A sharper variation of the local Nusselt 
number occurs at the impinging point when the Rayleigh 
number is larger ( 910Ra = ). The shape of the local Nusselt 
number at the position where the plume is released from the 
wall becomes duller with an increase of the Rayleigh number.  

It is very difficult to compare our results with other DNS, 
LES and experimental data since no detailed experimental or 
DNS data are available for a higher Rayleigh number region. 
The only way for a validation of the computation can be made 
by comparing the long term averaged Nu numbers with ex-
perimental correlations.  However, many contradictions exist 
regarding the Nusselt number versus Rayleigh and Prandtl 
number relation ( Pr )a bNu cRa≈ . Many correlations by DNS,   

(a) Velocity vector for 710Ra =  

 

(b) Streamlines for 710Ra =  

 

(c) Velocity vector for 910Ra =  
 

(d) Streamlines for 910Ra =  
 
Fig. 20. The predicted velocity vectors and streamlines for 710Ra =
and 910Ra = . 

 

(a) 710Ra =  

 

(a) 910Ra =  
 
Fig. 21. The predicted local Nusselt number for 710Ra = and 

910Ra = . 
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LES and experiments have been proposed in the past and the 
results of these studies are summarized well in Kenjeres [22] 
and Kenjeres and Hanjalic [23]. In the earlier studies the rela-
tion 1/3Nu Ra≈  was proposed, however, Wu and Libchaber 
[27] and another Chicago group claimed that such a cor-
relation only works for a low-Rayleigh number region. This 
scaling region ( 74 10 )Ra ≤ ×  is called a ‘soft’ convective 
turbulence region and a higher Rayleigh number region 
( 74 10 )Ra ≥ ×  is called a ‘hard’ convective turbulence region. 
Most of the previous authors developed a single correlation 
that covers ‘soft’ and ‘hard’ convective turbulence regions. 
Fig. 22 shows the present results for the overall Nusselt num-
ber versus Rayleigh number together with the correlation by 
the LES results from Peng et al. [28] ( 0.2860.162Nu Ra= ) and 
the experimental correlation by Niemela et al. [29] 
( 0.3090.124Nu Ra= ). This figure shows that our results follow 
with the correlation by Peng et al. [28] in the ‘soft’ convective 
turbulence region ( 74 10 )Ra ≤ ×  well, and at the transition 
point ( 74 10 )Ra ≈ × , the simulation results begin to deviate 
from the correlation by Peng et al. [28], and after a certain 
transition region around 810Ra ≈ , it follows the correlation 
by Niemela et al. [29] at the ‘hard’ convective turbulence re-
gion ( 8 910 10Ra≤ ≤ ). Within the present author’s knowledge, 
nobody has reported a numerical simulation or experimental 
correlation that shows this trend. The fine grid (256×128×
256) LES solution by Kenjeres and Hanjalic [25] matches 
very well with the present results for Rayleigh numbers rang-
ing 8 910 10Ra≤ ≤ . It is unfortunate that they did not carry 
out calculations for Rayleigh number less than 710Ra ≈ . It is 
worth while mentioning that the two-dimensional prediction 
by Kenjeres and Hanjalic [23] follows the experimental corre-
lation by Niemela et al. [29], even in the ‘soft’ convective 
turbulence region. They used a modified version of the low-
Reynolds number k ε−  model by Launder and Sharma [3]. 
As shown in Fig. 20 the flow involves more impinging re-
gions in the ‘soft’ convective turbulence region and it is well 
known that the k ε−  turbulence model predicts an exces-
sively high turbulence kinetic energy in an impinging stagna-

tion region. It is our conjecture that their over-prediction of the 
Nusselt number in the ‘soft’ convective turbulence region may 
be due to this stagnation anomaly of the k ε−  turbulence 
model. When the Rayleigh number becomes higher, the im-
pinging region becomes smaller. Then, the effect of the stag-
nation anomaly of the k ε−  turbulence model becomes 
smaller, and thus, their results closely match with our results. 
It is noted that the elliptic-blending second-moment closure 
used in the present study predicts the flow in the impinging 
stagnation region very well [8]. 

  
7. Conclusions 

An evaluation of the turbulence models is performed for a 
turbulent natural convection in a rectangular cavity together 
with the two-layer, SST, V2-f , SMC-DH and EBM models. 
The performances of the turbulence models are investigated 
through a comparison with the available experimental data. In 
general the performances of the EBM, V2-f and SMC-DH 
models for the prediction of the mean velocity components 
and the turbulent quantities are very similar while the two-
layer and SST models predict them poorly. There are a lot of 
wall-related parameters in the SMC-DH model. When one 
considers the fact that the wall related parameters, which hin-
ders the implementation of the models in the general purpose 
commercial codes, are not present in the EBM model and its 
performance is as good as or better than the SMC-DH model, 
the use of the EBM is highly recommended.  

The treatment of turbulent heat fluxes with the EBM is 
tested for a turbulent natural convection in a rectangular cavity 
and in a square cavity with different geometries and Rayleigh 
numbers. The Reynolds stresses are calculated using the same 
EBM. In general the performances of the AFM and DFM for a 
prediction of the mean vertical velocity component and tem-
perature, thereby the wall shear stress and the Nusselt number, 
were similar, and the vertical turbulent quantities were slightly 
better predicted by the AFM. Since the DFM needs computa-
tion of two more transport equations for the turbulent heat 
fluxes in the two-dimensional situation, the DFM needs a 
more computational time. Thus, the AFM is a better choice, 
especially in the three-dimensional situation. The GGDH only 
predicts an accurate solution for a shear dominant flow, how-
ever, the model predicts very poor solutions or invokes a nu-
merical oscillation when applied to a flow with a strong strati-
fication. The LES predicts the mean vertical velocity compo-
nent and temperature, thereby the Nusselt number, better than 
the AFM and DFM. However, it predicts a poor solution for 
the turbulent quantities.  

A two-dimensional numerical simulation is performed for a 
natural convection between bottom-hot and top-cold walls by 
using the elliptic-blending second-moment closure for a 
Rayleigh number ranging from 62 10Ra = ×  to 910Ra = and 
the computed results are compared with the experimental cor-
relations, T-RANS and LES results. The roll structure, local 
and cell-averaged Nusselt numbers, long-term mean tempera- 

 
 
Fig. 22. The predicted overall Nusselt number versus Rayleigh number
with the LES results and the experimental correlation. 
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ture and its variance are examined. The predicted cell-
averaged Nusselt numbers follow different the correlations in 
the ‘soft’ and ‘hard’ convective turbulence regions and the 
maximum difference between the present computation and 
previous correlations was within 5%. These results show that 
the elliptic-blending second-moment closure with an algebraic 
flux model predicts very accurately the Rayleigh-Benard con-
vection and its use in a simulation for a higher Rayleigh num-
ber region is highly recommended. 
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